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Testing Neural Network Accuracy 
1. Test last weeks model over different splits and more trails

2. Results

3. Validation Accuracy Pattern Result



Testing the Model

● 50 Trials Total

● 10 Trials for each (50/50, 60/40, 

70/30, 80/20, 90/10 Train/Test 

Split)

● Recording
○ Average Test Accuracy
○ Average Test Loss
○ Average Time Taken for 

Training

● Each Train has
○ 20 Epochs
○ Batch Size of 32

● Every trial has a random split



Test Results 

● Highest Accuracy was 87% with 

80/20 split

● More Training size, the longer it took

● Not necessarily a increase in accuracy 

with more training data

● Not as promising as the first 5, 10% 

accuracy trials I had last week



Noticeable Trend during Data

● The  validation accuracy score 

on the last epoch was also 

VERY close to the test 

accuracy

● Sometimes validation accuracy 

would drop off on the last 

epoch and therefore adversely 

affected test accuracy score 
○ Ex: Epoch 19 had validation 

score of .99, then epoch 20 
had validation score of .5, 
then test accuracy would be 
around  .5 instead of .99

○ Pretty sure this was a result 
of overfitting



Early Stopping for Epochs
1. API Details and Parameter Choices 

2. Results



Early Stopping API

● Keras provides a callback API which can set a patience and restore best weights functionality to a 

neural network
○ Patience is a parameter defined as the number of epochs a model will keep training without an improvement 

in a specified metric
○ Restore Best Weights is a parameter which will restore the best epoch by a specified metric (as long as the 

model has not trained on its last epoch)



Using Early Stopping API
● Used validation accuracy as a metric to perform an early stop

● Used a patience of 10 and ramped up epochs to 50
○ By increasing the epochs, it gave a high probability that the last epoch would not end on a low validation 

accuracy
○ Patience of 10 gave a good chance of having a high validation accuracy  



Early Stopping Example



Early Stopping NN Results

● Tested the same as the before
○ 10 Trials per train/test split
○ Every individual trail has a random split

● All test splits had accuracy of 99% and above

● 90/10 Split had a perfect accuracy

● Does not take a short amount of time per train/test 



Random Forest vs Early Stopping CNN
1. Comparing the two models  

2. Metrics/Results



Random Forest vs Early Stopping NN
Random Forest Early Stopping NN

● Random forest had 25 
trials for each split

● Early Stopping NN has 
10 trials per each split

● Very similar accuracy 
scored

● Both had test accuracy 
scores for all splits over 
99%

● Random Forest is 
significantly shorter 



Using PCA to Crop Data Files
1. How is PCA being used to crop data files  

2. Visualizing new Crop Files

3. Testing new files on current Models
a. Results from Random Forest
b. Results from Early Stopping NN



FInding an Area to Crop
● Continuing off last week where 40 components was necessary to 

achieve 95 % variance

● From the 40 components and the top 10 most important pixels 

from each component 
○ Use the mode of the top 10 most important pixel, if no mode, use the 

average of the 10 top most important pixels
○ Find the average of all 40 of the x and y modes (or average, if applicable)
○ Use that x,y combo to crop around



Creating a smaller crop from already cropped 
data
● Chose to make an even smaller crop, because PCA on the original data took an astronomical 

amount of time/space

● See if the files can be minimized even further beyond the original crop of the melt pool

● Chose to do a 100x100 pixel crop 



Visualizations of PCA Crop



Results with Random Forest

● 100 Trials
● 25 for each 50/50, 60/40, 70/30, 80/20 

train/test split
○ Random split train/test split for 

each individual trial
● All had greater than 99% test accuracy
● Took a very short time



Results with Early Stopping NN

● 10 trials each with 50/50, 60/40, 

70/30, 80/20 training/test split

● Each got an average accuracy over 

98%
○ 50/50 split the lowest with ~98%



Using Hottest Pixel to Crop Data File
1. Algorithm/Procedure on cropping the data file 

2. Visualizing new Crop Files

3. Testing new files on current Models
a. Results from Random Forest
b. Results from Early Stopping NN



Search for Hottest Pixel + Crop Algorithm

● Locate hottest pixel
○ If there are is a tie between multiple, take the average of them

● Create a ‘box’ crop around it
○ Box is 50 pixels right, above, left, below it
○ If the pixel is closer than 50 pixels to an edge, then crop to the edge and make other side make up for it

● Use those in the Random Forest and NN Model



Visualizations of Crops



Results with Random Forest

● 25 Trials for each split

● All over 99% average accuracy

● Very short times (due to less 

data)



Results with Early Stopping NN

● Lowest result of an average of ~96% test 

accuracy
○ 50/50 train/test split

● All other train/test splits had an average 

accuracy over 99%

● Much shorter time due to less data because 

of crop



Comparing Cropping Methods
1. Visualization of Each 

2. Results
a. Compare all with Random Forest
b. Compare all with CNN



Visualization of Each Crop Style

Hottest Pixel CropPCA CropManual Visual Crop



Comparing Crop Results (Random Forest)

Hottest PixelPCAManual



Comparing Crop Results (Early Stopping NN)

Hottest PixelPCA
Manual



Future Goals / 
Next Steps

● Combining a hottest pixel search + 

pca after?

● Trying lower train and higher testing 

ratios?

● Finding which datafiles are being 

labeled incorrectly?

● Suggestions?


