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Goal - Trying to figure out a good model

● Figured that an individual data set is most similar to an image
○ Every data file is a matrix of numbers
○ The files differ in the respect that they don’t have 3 layers of matrices like images (RGB), but that can be easily 

changed

● Decided to  look into existing models that train images for inspiration for the model
○ Ex: Dog / Cat classifier acts as a binary classifier, which is similar enough to our dataset
○ I, personally, have not had experience training 3-D datasets (lists of matrices), so I decided so try and fit an 

existing image model and try and modify it to our dataset



Finding my first ‘successful’ model
● 90 /10 Train to Test Split

○ Changed later to imitate standard 
splits

● 1 Input Layer, 3 Hidden Layers, 1 

Output Layer
○ Using Conv2d, MaxPooling2D, 

Dense layers

● Using SGD optimizer
○ A gradient descent optimizer with 

momentum
■ ‘float hyperparameter >= 0 

that accelerates gradient 
descent in the relevant 
direction and dampens 
oscillations.’

■ Not quite sure what this 
means =) 



Finding my first ‘successful’ model (cont.)
● 5 epochs, 32 batches

● Ave of ~ .790268448 over 10 

trials
○ Max of .9899328947067261
○ Min of .463087260723114



Need more reliable results - Hyperparameter 
Tuning 
● FIrst began to try and tune the amount 

of epochs and batch sizes
○ Ran into a weird accuracy loss than the 

default model
○ Would consistently get accuracy score 

of 50% (no better than a 50/50 guess)

● Appears bigger epochs and batch sizes 

are better, but grid_search took time to 

complete, so more investigation is 

needed to see if it plateaus
○ Still not sure why it appeared to be less 

reliable than the default model 



Ensemble Methods 

● Combines several base models to make one base predictor model

● Many packages are available through sklearn 

● Trying to tune an efficient and accurate model through many of the different ensemble methods
○ LogisticRegression,

○ DecisionTreeClassifier,

○ RandomForestClassifier,

○ XGBClassifier,

○ GradientBoostingClassifier,

○ LGBMClassifier



Ensemble Methods (cont.)
● Got very good 

accuracy scores for 

each model all at least 

at 99%

● Need to test like my 

initial model created 

to make sure it is not 

just a good instance

● Some models take a 

long time, some are 

relatively short



Goals for Next Week & Suggestions

● Test the Ensemble Methods more, they look very promising!
○ Give more time for training for them

● Play with hyperparameter tuning more
○ Finding parameters that are reliable and produce  good accuracy scores

● More research into other models that could be successful

● ORAC Update 


