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ACTIVE LEARNING 



Supervised Learning vs. Active Learning 

Supervised Learning Algorithm takes in training data and labels and produces a 
threshold, that can be used to predict labels for new data  

Active Learning finds ways to get that threshold when the training data is 
unlabeled and there is a cost associated to querying a label.  



Active Learning Strategies 

If the goal is to get the threshold in the minimum number of queries, then binary 
search is the best algorithm. The cost of querying is positive, and is the same 
regardless of the outcome (blue or red). 

If the goal is to minimize the number of queries that come out red, we can do a 
linear search starting from the leftmost datum.  



Label-Based Cost of Query 

•  Each Query has a certain cost, and that cost is dependent on the 
resulting label 

•  Case #1 – Cost(Blue) = Cost(Red) = C > 0 
•  Best Strategy – Binary Search 

•  Case #2 – Cost(Blue) = 0, Cost(Red) = C > 0 
•  Best Strategy – Linear Search starting from Leftmost 



Label-Based Cost of Query 

•  Case #3 (General) – Cost(Blue) = alpha > 0, Cost(Red) = Beta > 0 
•  Best Strategy – ???? 

There are good guesses as to what the strategy could be, but we have to 
provide this game with an appropriate mathematical model and then use 
that model to definitively prove the best strategy. 



COMMUNICATION WITH FEEDBACK 



Communication with Feedback 
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Communication with Feedback 
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To Summarize 

•  We Are Analyzing the Number Guessing Game 
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